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ABSTRACT  

This study investigates an AI/ML-based semi-automated indexing 

system for libraries to efficiently process large document collections. 

Using supervised learning within Python's Annif framework, we 

trained models on manually classified MARC bibliographic records 

organized by Dewey Decimal Classification (DDC) standards. The 

implementation involved collecting and processing records containing 

titles, summaries, DDC numbers and subject descriptors, then dividing 

them into training and test datasets. We evaluated four algorithms (TF-

IDF, Omikuji, FastText and NN Ensemble) using standard retrieval 

metrics (F1@5 and NDCG), finding that Omikuji and NN Ensemble 

significantly outperformed the others in indexing accuracy. The 

complete open-source framework demonstrates the viability of 

machine learning for library classification tasks, offering an efficient 

alternative to manual indexing while maintaining accuracy. These 

results suggest promising applications for AI in knowledge 

organization systems, with potential for expansion to other 

classification schemes and larger datasets to further enhance 

performance. 

Keywords: Supervised Machine Learning, Semi-Automated Classification, 

Automated Subject Indexing, DDC, Annif, Ensemble approach. 
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INTRODUCTION 

Artificial Intelligence and Machine learning (AI/ML) are arguably the 

most beneficial technologies to have gained momentum in recent 

times. An AI/ML-based automated indexing system may help 

professionals manage skill-oriented, labour-intensive and time-

consuming activities related to the processing of documents. The 

magnitude of collections and the corresponding bibliographic records 

are accelerating in value, volume and variety in libraries of all types 

and sizes all over the world. As a result, workloads related to technical 

processing activities involving classification and subject indexing are 

increasing manifold. Digitization has changed the way we process and 

analyze information. There is a gradual increase in online availability 

of information. From web pages to emails, science journals, e-books, 

learning content, news and social media, are all full of textual data. The 

idea is to create, analyze and report information fast. A number of 

projects on semi-automated systems of classification have already been 

applied in the field of LIS. This generally means that   the system will 

predict and offer a set of suggestive subject descriptors on the basis of 

a given vocabulary system (like LCSH, MeSH, Agrovoc, UDC and so 

on), but the final decision of selecting the appropriate descriptor(s) will 

be the privilege of a LIS professional (Ahmed et al., 2022). Nowadays 

modern businesses are using Machine Learning (ML) based solutions 

to help automate operations and make the whole process of document 

management faster and more effective. These latest systems are 

incorporating Artificial Intelligence (AI) to “read” documents like a 

human identify and classify the type of document and extract key data. 

Such systems can efficiently and accurately convert the varied content 

those sources. 

The rapid advancements in AI have revolutionised various sectors and 

libraries are no exception. The integration of AI in libraries has the 

potential to significantly transform library functions and enhance user 

experiences (Subaveerap, n.d.). The present society is a post-Industrial 

society, which represents a new era of innovation in technology, 

particularly, AI-driven technology. The term “Industry 4.0” typically 

refers to the present trend of adopting modern technology to automate 

processes and exchange information (Sarker, 2022).  This includes 

deployment of AI chatbots, intelligent library systems, robots and 

various other AI applications in library services. With the increasing 

availability of open-source analysers like Natural Language Processing 

(NLP) toolkits, and backend algorithms, the potential to transform 
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libraries into dynamic, user-centered spaces where information is easily 

accessible and services are tailored to individual needs is increasing at 

a steady pace. One example of an open-source AI/ML application is the 

Annif framework for automated indexing, which was developed by the 

National Library of Finland. Annif combines different open-source 

tools to predict subject headings or class numbers for documents, based 

on widely used knowledge organization systems (KOSs) such as 

LCSH, UDC, MeSH and Agrovoc. This research is an attempt to apply 

Annif (http://annif.org/) as an open-source AI/ML framework to auto-

generate class numbers for documentary resources based on the Dewey 

Decimal Classification (DDC) scheme. The training dataset was made 

by accessing Marc bibliographic records from different sources. There 

are considerations to keep in mind when applying machine learning to 

automatic subject indexing, such as choosing an appropriate machine 

learning backend, preparing and pre-processing the dataset, and 

evaluating the model‟s performance. However, with the right approach, 

machine learning can be a powerful tool for automating the process of 

subject indexing (Ahmed et al., 2022). When using machine learning 

(ML) for automatic subject indexing, there are a few things to keep in 

mind, such as: 1) Choosing the right ML algorithm for the task.; 2) 

Preparing and cleaning the dataset that will be used to train the ML 

model and 3) Evaluating the model's performance to ensure that it is 

accurate and reliable. There are considerations to keep in mind when 

applying machine learning to automatic subject indexing, such as 

choosing an appropriate machine learning backend, preparing and pre-

processing the dataset and evaluating the model‟s performance.  

REVIEW OF RELATED LITERATURE 

Automated document classification, i.e. the construction of a call 

number by computer, has been one of the dreams of library 

professionals. After the emergence of computers and more particularly, 

after the development of artificial intelligence, the hopes of success in 

automatic classification have reached the apex. This chapter delineates 

a selective review of literature published in scholarly publications on 

research carried out in automated document classification. 

Ranganathan (1965) suggested that the “future work of FID/CR should 

be to encourage the design to improved schemes of classification, 

whether they are going to be faceted, analytic synthetic, or whether 

new brand it will be. In doing this, there should be frequent 

consultations with the machine specialists.” Compared to printed 

media, digital collections present numerous challenges regarding their 
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preservation, curation, organization and resource discovery and access. 

According to (Pong et al., 2008), “With the explosive growth in the 

number of electronic documents available on the Internet and digital 

libraries, it is increasingly difficult for library practitioners to 

categorize both electronic documents and traditional library materials 

using just a manual approach....To improve the effectiveness and 

efficiency of document categorization at the library setting, more in-

depth studies of using automatic document classification methods to 

categorize library items are required.” 

Early efforts in automatic subject classification (including subject 

indexing) date back to the 1970s and various approaches have been 

explored, including rule-based methods, statistics based methods and 

information retrieval based methods (Desale & Kumbhar, 2013). 

Almost all of these early efforts were mainly directed towards term 

classification – grouping and arraying terms for machine-readable 

databases to improve computer search efficiency or to retrieve 

information from the internet. However, more concentrated efforts are 

seen in literature published since the turn of the 20
th

 Century. 

Automatic classification research has made prominent progress in the 

text-categorization (TC) field in recent years (Sebastiani, 2002), 

especially the supervised machine learning approach, which has shed 

new light on the resolution of this problem (Golub, 2021). “The most 

frequent approach to automated classification is machine learning. It, 

however, requires training documents and performs well on new 

documents only if these are similar enough to the former” (Golub, 

2007).  (Cheng & Wu, 1995) introduced ACS: an automatic 

classification system for school libraries. First, they critically reviewed 

the various approaches towards automatic classification, namely (i) 

rule-based, (ii) browse and search and (iii) partial match. The central 

issues of scheme selection, text analysis and similarity measures were 

discussed. A novel approach towards detecting book-class similarity 

with Modified Overlap Coefficient (MOC) was also proposed. Finally, 

the design and implementation of ACS is presented. The test result of 

over 80% correctness in automatic classification and a cost reduction 

of 75% compared to manual classification suggested that ACS was 

highly adoptable. The major problem with these techniques is that they 

require data in machine readable form, training documents and still 

they often fail to produce unique class numbers needed to place a 

document on library shelves. Most of current research in automated 

classification is in text categorization. Major techniques used in text 

categorization are: support vector machine models, k-nearest 
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neighbour, machine learning, frequency measure and weighing 

technique. The best approach for document classification without 

training documents, which could be useful for document classification 

in a library environment, was suggested by Golub (2007). According to 

her, “in document classification, matching is conducted between a 

controlled vocabulary and text of documents to be classified. A major 

advantage of this approach is that it does not require training 

documents. If using a well-developed classification scheme, it will also 

be suitable for subject browsing in information retrieval systems. 

Golub et.al. (2024) conducted a recent study on the effectiveness of 

semi-automated subject indexing, where they applied the open-source 

tool Annif to over 230,000 Swedish union catalogue records using 

Dewey Decimal Classification (DDC) as the target system. Five 

approaches were tested, including lexical algorithms, support vector 

machines, fast Text, Omikuji Bonsai and an ensemble method. The 

ensemble approach achieved the highest accuracy (66.82%) for three-

digit DDC classification. A qualitative evaluation involving librarians 

and LIS students revealed low inter-rater agreement but supported the 

use of automated classes as useful supplementary access points in 

information retrieval. The study underscores the practical value of 

integrating semi-automated indexing into library catalogues. 

It is accepted fact in the literature of library and information science 

that traditional classification schemes are also useful for automated 

classification. (Gedam & Paradkar, 2013) compared the three web-

based document classification schemes, viz., WebDewey 2.0 (Web-

based product of DDC (Dewey Decimal Classification), 23rd ed.), 

UDC (Universal Decimal Classification) Online and Classification 

Web of LCC (Library of Congress Classification). These schemes are 

constantly updated, revised and up-to date web-based library 

classification schemes. It concluded that DDC is the most updated 

library classification scheme in the world. (Walt, 1997) highlighted the 

advantages of library classification schemes for organization of 

information resources in the web environment. According to Van der 

Walt, the knowledge organization tools developed and used by web 

search engines often feature shallow hierarchies and uneven coverage 

of topics. On the other hand, web search engines often respond to 

popular topics more quickly than traditional library knowledge 

organization tools do. In the context of hierarchical browsing based on 

a classification scheme, having too many classes assigned to a 

document would place one document in many different places, which 
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would create the opposite effect of the original purpose of a 

classification scheme (grouping similar documents together).  

Hunter (2009) [Quoted in Desale & Kumbhar (2010)] wrote that the 

principles upon which Colon Classification is based are important. It is 

clear from literature that hierarchical library classification schemes are 

useful for hierarchical browsing but are of little use in automatically 

producing class numbers. Faceted classification based on sound 

principles might be useful in automation. (Kim & Lee, 2002) designed 

a knowledge base for an automatic classification in the library and 

information science field, by using the facet classification principles of 

Colon Classification. (Nasir Uddin & Janecek, 2007) found that 

“faceted classification allows the users of a website to access 

information more efficiently than the simple taxonomic hierarchy of 

information object.” (Panigrahi & Prasad, 2007) demonstrated the 

techniques of fixing the facet sequence in developing an automatic 

classification system to construct classification numbers for document 

titles, which appear in natural language. These studies suggest that 

little success is achieved in automatic class number generation by using 

faceted classification schemes. Rather, a faceted structure is more 

suitable for automated classification and it also needs a relatively small 

vocabulary for knowledge representation. (Bianchini, 2023) presented 

the Wikidata gadget, CCLitBox, for the automated classification of 

literary authors and works by faceted classification and using Linked 

Open Data (LOD). The tool reproduced the classification algorithm of 

Class “O” Literature of the Colon Classification of S. R. Ranganathan 

and used data freely available in Wikidata to generate Colon 

Classification class numbers. CCLitBox is completely free and allows 

any user to classify literary authors and their works. (Halder & Biswas, 

2023) have also reported their research study exploring the applications 

of CCLitBox in generating CC 6th edition-based class numbers for 

Indian literary works. Panigrahi (2000) argued that natural language 

processing could be used in the automatic identification of noun 

phrases from the expressive title. (Kim & Lee, 2002) argued that book 

titles usually have an immediate connection to their contents in that 

they often encapsulate the entire work. (Wang, 2003) also had similar 

views that the title of a document usually summarizes its contents and 

reveals its central topics. (Gupta et al., 2019) proposed a method that 

gains knowledge from a large number of words from the books and 

transforms them into a feature matrix. During transformation, the size 

of the initial matrix is reduced using Wordnet and Principle Component 

Analysis. Then, AdaBoost classifier is applied to predict the genres of 
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the books. (Pokorný, 2018) described a method for machine-based 

creation of high quality subject indexing and classification for both 

electronic and print documents using tables of contents (ToCs). (Tsuji, 

2019) reported the development of a system for recommending books 

based on the articles Wikipedia users read in libraries that aims to 

encourage students to read library books as a more reliable source of 

information rather than relying on Wikipedia articles. This review 

indicates that basically three types of research are ongoing on 

automatic classification: 1) hierarchical classification by using different 

library classification schemes, 2) text categorization and document 

categorization by using different type of classifiers with or without 

using training documents and 3) automatic document classification. 

Predominantly, the research is directed towards solving problems of 

organization of digital documents in an online environment. 

OBJECTIVES  

This research can be recognised as a pilot study to test whether 

automatic class number generation (at least up to third summary 

divisions) is possible using the DDC classification scheme by applying 

machine learning technologies. 

The objectives of the research can be summarised as follows: -  

 To load Dewey Decimal Classification as Linked Open Dataset 

inside the AI/ML framework (here Annif). 

 To prepare a large bibliographic dataset covering Marc 

bibliographic records from different sources across the world, 

preferably with subject descriptors, abstract/ summary notes and 

DDC notations in a format suitable for Annif. 

 To examine and assess the accuracy of subject descriptors and class 

numbers suggested by Annif, and to design a mechanism for large-

scale use of the framework. 

The tasks to accomplish these specified goals can be divided into the 

following  categories: a)Marc data collection and pre-processing ; b) 

preparing the text-corpus from which the training dataset and 

vocabulary would be formed; c)designing the  Annif framework by 

selecting appropriate analyzer and backend algorithm; d)developing a 

sizeable training dataset; e) preparing a backend KOS, here DDC in 

SKOS format, to feed into the framework and f) testing and measuring 

the model framework's indexing efficacy using a test dataset. 
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METHODOLOGY 

The foregoing section of this study discusses about the broad tasks that 

were required to be performed keeping in view of the fulfilment of the 

research objectives. The activities related to accomplishing the 

objectives could be broadly classified into the following sub-sections: 

1) First was to collect as many MARC formatted bibliographic records 

as possible, preferably with DDC class numbers (tag 082), title of the 

document (tag 245), subject descriptors (tag 650 $a) and summary 

notes (tag 520 $a); 2)merge MARC files to generate a single 

consolidated file and then export the file in a format suitable(tsv or csv) 

for OpenRefine data wrangling software by using the MarcEdit tool; 

3)Curating the Marc data and making a Text-corpus (a combined field 

of title and summary note); 4) Creating a training dataset and a test 

dataset in the format suitable for Annif framework as given in ;5)As 

DDC vocabulary is not available as LOD, a vocabulary was created 

using the subject descriptors and their corresponding notations (with 

fictitious created URI‟s of those subject descriptors) available in the 

Marc data in the format suitable for Annif framework; 6)load the 

SKOS-compliant vocabulary (here DDC) generated earlier into the 

Annif framework; 7)train the framework with the curated MARC file 

training dataset and finally 8)measure the system's indexing efficiency 

using a set  of appropriate retrieval metrics. The veracity of the afore-

mentioned procedures can be justified by the fact that a similar 

approach was also followed by Golub et.al. (2024) in their study.  

Preparation of Virtual Environment 

Continual work is dedicated to discovering the most effective 

algorithms and setups for optimal quality (Suominen et al., 2022). 

Manually indexing documents for subject-based access is a labour-

intensive process that can be automated using AI technology. Annif 

(present version 1.0) is an open-source tool designed for automated 

subject indexing and classification. Annif can be installed through three 

methods- 1) Virtual Box install [This process requires to install Virtual 

box software for Windows, Linux or Mac. It is best recommended for 

most of the users as it is one of the easiest way to install Annif and 

work with it.] ;2) Docker install [This process requires the Docker 

software to be installed on the local machine and it is a good way of 

getting Annif set up with all the dependencies, included in a pre-built 

container.] and finally the 3) Local linux install [It requires a recent 

version of Python installation with support for virtual environments 

and suitable for experienced Linux-users as it allows maximum 
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flexibility]. In this research study, I have installed Annif using the third 

method, i.e., the local Linux installation. As already mentioned earlier, 

this process is suitable for those people who have some prior 

knowledge and experience in using Linux command line and also 

familiar with installing Python packages. 

The Annif official website (https://annif.org/) provides a user-friendly 

and collaborative environment, by making users aware of the 

installation process, usage of the toolkit, the different approaches it 

adopts. It leverages a blend of existing natural language processing and 

machine learning tools. The fundamental Annif package encompasses 

various learning backends such as TF-IDF, analyzers like Simplemma 

and components like TensorFlow and Gensim. Additionally, the 

framework can utilize NLTK punctuation rules (punkt) and advanced 

backend algorithms like FastText, Omikuji, neural network ensemble, 

among others. It is capable of handling multiple languages and is 

adaptable to any subject vocabulary, whether in SKOS or a 

straightforward TSV format. Annif offers a command-line interface, a 

user-friendly Web UI and a microservice-style REST API. In this study 

I have made use of four machine learning backend algorithms which 

are popularly known as associative approaches to machine learning– 

TF-IDF (statistical method, term frequencies), FastText (neural 

machine learning algorithm for text classification), Omikuji (tree-based 

machine learning algorithm for classification) and NN Ensemble 

(combination of the three above algorithms).  

Creation of the Vocabulary 

The Annif framework needs a structured standard vocabulary to start 

with. In Annif, a standard vocabulary may be added in two ways: 1) 

feeding a SKOS-compliant vocabulary in any common RDF 

serialization format (like RDF/XML (.xml), N-Triple (.nt), Turtle (.ttl), 

etc.); or 2) using a vocabulary file in a UTF-8 encoded TSV file, where 

the first column contains a subject URI and the second column 

includes the corresponding label (subject descriptor) (Ahmed et al., 

2022). Most of the standard vocabularies that are being used in the LIS 

domain, like LCSH, MeSH, Agrovoc and the UNESCO thesaurus are 

available as SKOS compliant KOS. But in this aspect, where I have 

focussed on the automatic classification using DDC, there is an 

additional workload of preparing the TSV file in an Annif compliant 

format. Constructing a Vocabulary is critical to invest in both the data 

structure and the data used to populate the data elements in that 
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structure; the data should survive through a succession of computer 

systems over time.  

Table 1: Components of a virtual framework 

 

Target Dataset and Tools Process and 

Purpose 

Framework for 

automated subject 

indexing 

Python Virtual Environment 

(Python 3.8.16 version and PIP) 

Requires to install 

and configure 

Python virtual 

environment with 

Python (3.8+) and 

PIP (22.0+)for 

Annif and its 

associated 

components. 

Annif (version 1.0) (with NLP and 

ML tools) 

https://github.com/NatLibFi/Annif/ 

The main 

component of the 

framework is 

available as an 

open-source tool 

including 

components like 

TensorFlow and 

Gensim 

Language Models and Tools 

(Annif virtual environment will 

select appropriate versions) 

NLTK model for 

punctuation rules 

(punkt) and 

machine learning 

backends like 

fastText; 

Omikuji and Neural 

network ensemble. 

 

 

 



    Meghna Biswas                                                                                                              93 

  

 

Table 2: Structure of the vocabulary dataset required for the framework 

 

<http://dewey.inf/class/342/e23/> Constitutional law. 342 

<http://dewey.inf/class/028.9/e23/> 

 

Books and reading -- 

Technological innovations. 

028.9 

 

The Annif framework gnerally supports three forms of vocabulary 

formats - 1) Subject vocabulary as TSV; 2) Subject vocabulary as CSV 

and 3) Subject vocabulary as SKOS. For this research, I have selected 

the TSV format. Annif doesn't care much about the internal structure of 

a subject vocabulary, it just needs to know the URIs and preferred 

labels (terms or descriptors) of each subject/class/concept. If the 

vocabulary includes also notion codes, e.g., as in any classification 

schemes, also they can be given. The format for subject vocabulary as 

prescribed by Annif includes three columns of which the first column 

contains a subject URI, the second column its label and the third 

column is the notation code as shown in „Figure2‟. Finally, this 

vocabulary would now be required to load inside the annif framework. 

The command to feed the ready vocabulary inside the Annif framework 

is -  

annif load-vocab <path/to/TTL file>. 

Preparation of Training Dataset 

The accuracy and efficiency of any model is directly proportional to 

the quality of the training dataset. The quality of this data has profound 

implications for the model‟s subsequent development, setting a 

powerful example for all future applications that use the same training 

data. Just as humans learn better with practical examples, machine also 

needs a set of data to identify the patterns and learn from it. Any 

application of Artificial Intelligence or Machine Learning requires 

certain basic requirements, one of them being the training dataset. 

Training dataset refers to the initial set of data fed to any machine 

learning model from which the the final model is created (Rizzoli, 

2022). The framework requires a training dataset as a TSV file with the 

first column containing a text corpus and the second column containing 

the URIs of the subject descriptors. 
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Table 3: Datasets and Tools to develop the KOS 

 

Target  Dataset and Tools Process and Purpose 

Vocabulary dataset 

preparation 

MARC Bibliographic 

Database for DDC and 

Text corpus. 

The SKOS-compliant 

DDC in TSV format is 

deployed to develop the 

backend KOS 

for the framework. 

MarcEdit Tool To convert MARC 

records from XML 

format to MRC format; 

By using MarcEditor 

application, the records 

were then converted into 

TSV format so that it 

could be worked upon by 

Openrefine. 

 

(to be enclosed with angular brackets <>). Unlike other Knowledge 

organisation systems like LCSH or UDC, whose vocabulary are readily 

available over the internet under OdbL licensing, DDC neither have its 

own vocabulary nor it has its own URI for subject descriptors. 

Therefore, in this research work there was the need to create fictitious 

URI against the subject descriptors (Tag 650). This was a very difficult 

task because of the lack of standardisation of Marc data. 

After the URI was created against the subject descriptors using the 

DDC class numbers, the training dataset was formed in the format 

prescribed by Annif. Annif refers this training dataset as document 

corpus. This corpus is needed for training statistical or machine 

learning based models as well as for evaluating how well those models 

work. Annif supports two document corpus formats: one that is more 

suitable for longer documents (full text or long abstracts) and another 

that is better suited for short texts such as when the document titles are 

only available. I have used here the short text document corpus (TSV 

file) which is especially useful for metadata about documents, when 

only titles are known, or for very short documents. The final data set 

has been prepared using Data Wrangling software named as 



    Meghna Biswas                                                                                                              95 

  

OpenRefine with the help of a Python/jython script. OpenRefine, an 

open-source data wrangling software, allows us to select only the rows 

having certain tags. The first column contains the text of the document 

(e.g., title or title + abstract) while the second column contains a 

whitespace-separated list of subject URIs (again within angle brackets) 

for that document. Another important thing to remember here is that 

there should not be any column name in the final training dataset. The 

final dataset contains 373454 (around 0.3 million) bibliographic 

records (out of 381237 of gathered data) with titles (tag 245), notes 

(block 5xx, especially tag 520) and assigned subject descriptors from 

DDC (tag 650). 

Table 4: Final Training Dataset inside Openrefine 

 

Once training dataset was created, it's time to formulate the test dataset. 

This dataset evaluates the performance of the model and ensures that 

the model can generalize well with the new or unseen dataset. In my 

research study I have taken around 0.02% (around 1800 records) of the 

training dataset to form the test dataset. The test dataset provides the 

gold standard used to evaluate the model.  

Measuring the Prediction Efficiencies 

The complex process of creating these datasets will only be fruitful 

only when the predictive automated subject headings and class 

numbers would be accurate enough. The next step is to train the 
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machine with a dataset. Before starting the training procedure, a project 

needs to be created and configured separately for each algorithm 

defined in the „projects.cfg‟ file located under in the current directory 

where Annif is executed. A project here is used to tell Annif which kind 

of algorithm vocabulary language and other settings are required for 

training. The projects are usually identified by project Id‟s that are 

usually a short string, for example, „ddc-tfidf‟. All the settings that are 

configured with each backend algorithm are compulsory for Annif 

framework. As mentioned earlier Annif supports a number of backend 

algorithms and retrieval metrics, each having its own set of advantages 

and disadvantages. After successful training of the projects inside the 

virtual environment, Annif can predict not only subject descriptor(s) as 

well as DDC class number(s) against a given text corpus and can rank 

those according to accuracy scores based on those metrics, where the 

scores ranges from 0 to 1 (Figure 4).  

Table 5: Complete Training of projects 

 

Table 6: Automatic indexing by TF-IDF model along with their accuracy 

scores. 

 

 

FINDINGS  

Subject indexing, a fundamental task in library and information science 

(LIS), refers to the systematic process of assigning specific terms or 

descriptors to documents or resources in order to represent their 
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content accurately. It plays a crucial role in facilitating efficient 

information retrieval for library users. The process of subject indexing 

is a complex one, even for the same subject content, two LIS 

professionals may not assign the same descriptors. This indicates that 

subject indexing is not a purely objective or standardized process. It 

involves a degree of interpretation, judgment and expertise on the part 

of the professionals involved. Several factors contribute to this 

variability. Different professionals may have varying levels of 

expertise, experience, or knowledge in a particular subject area. They 

may also approach the indexing process with different perspectives, 

preferences, or interpretations of the content. Same principle is applied 

in case of machine leaning models, where the report provided by each 

backend differs from the other one.  

Table 7: Comparison of performances for different backends 

 

Retrieval metrics NN 

Ensemble 

Omikuji FastText  TF-IDF 

Precision (doc 

avg):  

0.14 0.07 0.06 0.05 

Recall (doc avg):  0.61 0.74 0.56 0.54 

F1 score (doc 

avg):  

0.22 0.13 0.1 0.1 

Precision (subj 

avg):  

0 0 0 0 

Recall (subj 

avg):  

0 0 0 0 

F1 score (subj 

avg):  

0 0 0 0 

Precision 

(weighted subj 

avg): 

0.24 0.18 0.13 0.19 

Recall (weighted 

subj avg):  

0.61 0.74 0.56 0.54 

F1 score 0.32 0.26 0.19 0.25 
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(weighted subj 

avg):  

Precision 

(microavg):  

0.11 0.07 0.06 0.05 

Recall 

(microavg):  

0.61 0.74 0.56 0.54 

F1 score 

(microavg):  

0.19 0.13 0.1 0.1 

F1@5:  0.24 0.22 0.16 0.14 

NDCG:  0.48 0.55 0.4 0.35 

NDCG@5:  0.47 0.53 0.37 0.31 

NDCG@10:  0.48 0.55 0.4 0.35 

Precision@1:  0.34 0.37 0.25 0.18 

Precision@3:  0.19 0.19 0.14 0.12 

Precision@5:  0.16 0.13 0.09 0.09 

True positives:  1122 1367 1036 1001 

False positives:  8781 17053 17350 17419 

False negatives:  720 475 806 841 

Documents 

evaluated:  

1842 1842 1842 1842 

 

The output report comes with several metrics along with their score, as 

because automated indexing is a multi-label classification problem. 

There are various alternatives on how to compute metrics in detail. 

This is why the final report includes Precision, Recall and F1 scores 

obtained with different averaging ways. The test dataset with human-

assigned index terms (as the Gold standard) is utilized in OpenRefine 

to generate suggested descriptors in Annif by using using different 

backend algorithms. A comparative study of the scores, generated on 

the basis of an array of retrieval metrics by the ‘eval’ command for the 

major backend algorithms, is given in the Table 9 to understand the 

relative performances.  



    Meghna Biswas                                                                                                              99 

  

CONCLUSION 

The wiki of Annif says that the two most important values from the 

array of retrieval results are F1 @5 and NDCG. Generally, NDCG and 

F1 @5 are two of the best retrieval metrics because they are graded, 

normalized and easy to understand and interpret. NDCG, for instance, 

stands out for its ability to consider both the relevance and position of 

retrieved items in a ranked list. This characteristic is particularly 

crucial in applications like recommendation systems search engines 

and even in automated indexing systems, where the order of results 

significantly impacts user satisfaction. On the other hand, F1@5 strikes 

a balance between precision and recall, providing a comprehensive 

evaluation of system performance, especially in the context of the 

initial search results. The scores of these models ranges from 0.0-1.0, 

the closer to 1.0, the better and more accurate the results are. 

Therefore, while evaluating the performance of the backend models, 

more emphasis is being given on NDCG and F1@5. The comparative 

scores for these retrieval metrics show that the Omikuji and NN-

Ensemble backends of the AI/ML-based automated indexing 

framework have performed better than the TF-IDF and fastText 

backend, considering the evaluation parameters (given in bold text) 

against human-assigned indexing terms that were considered as the 

„Gold standard‟. On a similar note, Golub et.al. (2024), in their study, 

ranked the ensemble approach highest in terms of retrieval 

performance. 

The AI/ML based indexing system, although in its early stages of 

development, is already making strides by demonstrating remarkable 

potential. It's akin to a young seedling, just beginning to sprout in the 

soil. In this dynamic environment, the AL/ML-based indexing system 

emerges as a promising technological innovation. It serves as a digital 

assistant, equipped with advanced algorithms and machine learning 

capabilities. This system promises to revolutionize how libraries 

manage and organize their extensive collections, moving towards a 

new era of efficiency and accessibility for library users. Till now, the 

AI/ML based applications have been either commercial projects or 

large-scale organizational initiatives, but with the advancement of 

open-source software and open datasets, the horizons have expanded.  

By embracing these emerging technologies, LIS professionals and 

schools have the chance to not only enhance their proficiency but also 

to significantly elevate their capabilities in managing and leveraging 
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data. Essentially, the research aims to shed light on the potential and 

capabilities of this AI and ML tool, Annif.  

FUTURE SCOPE 

The study reflects the promising fusion of two critical fields: data 

carpentry and AI/ML-based knowledge processing, within the domain 

of Library and Information Science (LIS). This convergence is 

anticipated to bring about significant advancements in the field of LIS. 

In the upcoming times, it lays the foundation for creating systems that 

can autonomously generate class numbers and appropriate subject 

descriptors for extensive collections of documents. It is expected to 

revolutionize how information is organized and categorized in the 

realm of LIS. This signifies a major leap forward in automating and 

streamlining information management processes in the field. Some of 

the future possibilities includes: auto-generation of UDC-based class 

numbers (as UDC summary is available as a LOD dataset); using 

MeSH for developing automated indexing systems for bio-medical 

literature (MeSH is available as a LOD dataset), and so on. There are 

thousands of open datasets of bibliographic records available in the 

web (https://lod-cloud.net/). Thus, they can be used to integrate with 

AI/ML technologies and provide insightful facilites in different subject 

domains. The Annif framework may also be utilized by integrating it 

with Koha as the backend indexing system to generate suggestions for 

the subject access field (Tag 650) on the basis of title (Tag 245$a) and 

summary note (Tag 520$a). It can also be incorporated within an 

institutional repository system like Dspace or Eprints for populating 

the DC.Subject metadata element automatically on the basis of text 

input in the DC.Title and DC.Description. Additionally, it can be also 

used as recommender system in Koha OPAC, that is the very feature of 

a Library Discovery service, that would eventually provide a new 

perspective to LIS professionals. 
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